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Abstract: Misinformation is always a serious problem for the general public, especially during pandemic. 

People constantly receive text messages of related coronavirus news and its cures from their smartphones, which 

have become a major device for communication in these days. These health text messages help people update 

their coronavirus knowledge repeatedly and better manage their health, but some of the messages may mislead 

people and may even cause a fatal result. This research tries to identify mobile health text misinformation by 

using various effective information retrieval methods including lexical analysis, stopword removal, stemming, 

thesaurus discovery, and message similarity measurements. Readers will learn various information retrieval 

methods applied to contemporary research: mobile misinformation detection. Experiment results show the 

accuracy of the proposed method meets the expectation, but still has room for improvement because 

misinformation detection is intrinsically difficult,  and no satisfactory methods have been found yet.  

 

Keywords: COVID-19, Misinformation, Mobile Misinformation Detection, Sentence Similarity, Mobile 

Computing 

 

Citation:  Vadakkethil Somanathan Pilla, S. E., Hu, W. C. (2022). Effective Information Retrieval for Mobile 

Misinformation Identification. In A. Bicer, O. Akman, & M. Unal (Eds.), Proceedings of IConEST 2022-- 

International Conference on Engineering, Science and Technology (pp. 1-12), Austin, TX, USA. ISTES 

Organization. 

 

Introduction  

 

By October 2022, coronavirus had infected more than 626 million people and killed more than 6 million human 

beings in the world. It has completely changed our lives. Amid pandemic, people are becoming more aware of 

their health and well-being. They check the health and coronavirus news constantly, especially via their 

smartphones which have become indispensable devices for people. Other than useful and true health 

information, these devices also deliver misinformation or fake news, which not only misleads people, but also 

may cause fatal results. For example, many people refuse to take COVID-19 vaccines because of the concerns 

of safety and effectiveness. Much of the information they receive may come from mobile text messages from 

their relatives, friends, subscribed news, etc. This research tries to help relieve the problem by using various 
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information retrieval technologies to identify mobile health text misinformation. Therefore, users can take 

appropriate actions like ignoring the fake messages or referring other sources such as the Internet to verify the 

misinformation according to the recommendations. 

 

This research tries to classify a mobile message as one of the five classes (true, fake, misinformative, 

disinformative, and neutral) and notify the mobile user about its finding, so the user can take an appropriate 

action like ignoring the message or forwarding it to others. Each message will go through a series of steps: (i) 

preprocessing (including lexical analysis, stopword removal, stemming, and synonym discovery), (ii) indexing 

and storage, (iii) classification by using four message similarity measurements (keyword, phrase, LCS (longest 

common subsequence), and LACS (longest approximate common subsequence) matching), and (iv) finally a 

final class recommended from a function of data fusion taking accounts of the four similarity scores. 

Preliminary experiment results show the accuracy of the proposed method meets the expectation, but still has 

room for improvement. An explanation for this may be because the short messages do not provide much 

information and small deviation may cause a great impact on the results. Further refinements are needed before 

it is put into effective use. 

 

The rest of this paper is organized as follows. Section 2 shows the background information about this research 

and related works on misinformation detection. The flow diagram and the pre-processing components (including 

syntax analysis, stopword removal, stemming, and synonym discovery), and indexing and storage of the 

proposed system are given in Section 3. Section 4 discusses the data fusion function and the four message 

similarity measurements for detecting health text misinformation. The experiment results and evaluations are 

given in Section 5, followed by a conclusion and references. 

 

Background and Related Literature 

 

This section gives the background information of this research and related research in case readers are interested 

in finding more relevant publications. Misinformation detection is critical and popular in these days because 

information could be created and sent by everyone, not just news agencies, and some may distribute 

misinformation unintentionally or intentionally. Many methods are used to detect all kinds of misinformation 

like politics, businesses, text messages, emails, or news. This research places the focus on mobile health text 

misinformation identification. If the results are favorable, the method may be extended to other kinds of 

information. Yu, Liu, Wu, Wang, & Tan (2019) propose an attention-based convolutional approach for 

misinformation identification model. An Event2vec module and the co-attention contribute to learning a good 

representation of an event. A convolutional neural network then extracts key features scattered among an input 

sequence and shapes high-level interactions among significant features, which help effectively identify 

misinformation and achieve practical early detection. An attention-based approach for identification of 

misinformation (AIM) is proposed by Liu, Yu, Wu, & Wang (2018). Based on the attention mechanism, AIM 

can select microblogs with the largest attention values for misinformation identification. The attention 

mechanism in AIM contains two parts: content attention and dynamic attention. Content attention is the 
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calculated-based textual features of each microblog. Dynamic attention is related to the time interval between 

the posting time of a microblog and the beginning of the event. More generic misinformation detection can be 

found from the articles (Sharma, Qian, Jiang, Ruchansky, Zhang, & Liu, 2019; Zhou & Zafarani, 2020; Khan, 

Michalas, & Akhunzada, 2021; Savage, 2021). 

 

This research focuses on coronavirus misinformation detection. Brennen, Simon, & Nielsen (2021) analyze 

visual content in misinformation concerning COVID-19. They use a mixed-method analysis of ninety-six 

examples of visuals in misinformation rated false or misleading by independent professionals. It shows the value 

in both attending to visual content in misinformation and unnecessarity of a concern with only the 

representational aspects and functions of misinformation. Another study by Gupta, Gasparyan, Misra, Agarwal, 

Zimba, and Yessirkepov (2020) identifies social media as a potential source of misinformation on COVID-19 

and a perceived high risk of plagiarism. More stringent peer review and skilled post-publication promotion are 

advisable. They recommend editors should play a more active role in streamlining publication and promoting 

trustworthy information on COVID-19. Gisondi, etc. (2022) examine the social media companies play in the 

COVID-19 infodemic by showing how fake news about the virus developed on social media and acknowledging 

the initially muted response by the scientific community to counteract misinformation. The authors then 

describe legal and ethical imperatives to challenge social media companies to better mitigate the COVID-19 

infodemic. Finally, they close with recommendations for social media companies to better partner with 

community influencers and implementation scientists. Related research about coronavirus misinformation 

identification can be found from the articles (Mian & Khan, 2020; Fleming, 2020; Ball & Maxmen, 2020; 

Vuong, et al., 2022; Roozenbeek, et al., 2020).  

 

The Proposed System 

 

The proposed system includes many complicated components, so this paper tries to introduce it by using two 

sections. The pre-processing functions (including lexical analysis, stopword removal, stemming, and synonym 

discovery) and indexing and storage are explained in this section. The data fusion function and the four message 

similarity measurements (including keyword, phrase, LCS, LACS matching) will be given in the next section. 

 

The Five Mobile Health Text Message Classes 

 

A mobile health text message can be classified as one of the following five classes: 

¶ True, which is true information and is without a doubt. For example, it is true that a vaccine to prevent 

COVID-19 is available because COVID-19 vaccines have been authorized by the U.S. Food and Drug 

Administration (FDA) and vaccine programs have begun across the country. 

¶ Fake, which could be either misinformation or disinformation. For example, it is an obviously fake 

news that the COVID-19 vaccines contain microchips for government tracking because the current 

technology has not been this advanced yet.  
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¶ Misinformative, which is false or out-of-context information that is intentionally or unintentionally 

presented as fact to deceive. For example, it is misinformative that the COVID-19 vaccines are 

mandatory because they are strongly recommended, but not mandatory. 

¶ Disinformative, which is a type of misinformation that is intentionally delivered the false or misleading 

information to deceive or mislead readers. For example, it is disinformation that the COVID-19 

vaccines were not properly tested or developed since they were tested legitimately. 

¶ Neutral, which cannot be decided by the proposed method. For example, our method is not able to 

decide whether Coronavirus is from labs since even the societies have controversy about this in these 

days, let alone software. 

 

The System Structure  

 

Figure 1 shows the workflow of this research which takes the following steps: 

1. Preprocessing the message consisting of the following four steps:  

a. Lexical analysis, which finds the keywords from the message, 

b. Stopword removal, which removes stopwords from the message, 

c. Stemming, which finds the stem of a word, and  

d. Synonym discovery, which finds similar keyword and group as one. 

2. Indexing and storage, which save the processed messages in a database, 

3. Testing (classification) by using four message similarity measurements consisting of 

a. Keyword matching, 

b. Phrase matching 

c. LCS matching, and  

d. LACS matching. 

4. Data fusion function to combining all four similarity scores. 

 

 

 

Figure 1. A Workflow of the Proposed System 

 

The System Components 

 

This part of the paper discusses various components of the proposed system except the four message matching 

methods, which will be detailed in the next section. 

 

Messages Databases 
Test 
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Lexical Analysis 

 

Lexical analysis is the process of converting an input stream of characters into a stream of words or tokens, 

which are groups of characters with collective significance. It is the first stage of automatic indexing which is 

the process of algorithmically examining information items to generate lists of index terms. The lexical analysis 

phase produces candidate index terms that may be further processed, and eventually added to indexes. It also 

helps split the longer sentences into smaller chunks of the dataset to perform algorithms with better accuracy.  

 

Stopword Removal 

 

English stopwords such as is, has, an, the, etc. do not signify any importance as index terms when analyzing the 

dataset for information. It is crucial to remove the stopwords from the dataset as they do not help us find the true 

meaning of a sentence and can be removed without any negative consequences. Also, eliminating such words 

from consideration early in automatic indexing speeds processing, saves huge amounts of space in indexes. It 

has been recognized since the earliest days of information retrieval that many of the most frequently occurring 

words in English (like ñthe,ò ñof,ò ñand,ò ñto,ò etc.) are worthless as index terms. A search using one of these 

terms is likely to retrieve almost every item in a database regardless of its relevance, so their discrimination 

value is low. Furthermore, these words make up a large fraction of the text of most documents: the ten most 

frequently occurring words in English typically account for 20 to 30 percent of the tokens in a document. 

Eliminating such words from consideration early in automatic indexing speeds processing, saves huge amounts 

of space in indexes, and does not damage retrieval effectiveness. 

 

Stemming 

 

It is a technique for improving retrieval effectiveness and reducing the size of indexing files is to provide 

searchers with ways of finding morphological variants of search terms. If, for example, a searcher enters the 

term stemming as part of a query, it is likely that he or she will also be interested in such variants as stemmed 

and stem. Since a single stem typically corresponds to several full terms, by storing stems instead of terms, 

compression factors of over 50 percent can be achieved. The stem need not be identical to the morphological 

root of the word; it is usually sufficient that related words map to the same stem, even if this stem is not in itself 

a valid root. It is a method for casting words into their original form which aims to the removal of inflectional 

endings from words. It performs morphological analysis on the words by returning the words into its dictionary 

meaning. For example, the stemming converts caring into care, troubled into trouble, geese into goose, etc. 

 

Synonym Discovery 

 

Many times, common terms like coronavirus, COVID-19, Omicron, and Delta virus could be treated the same 

while measuring the message similarity. Instead of building a thesaurus, which is not a trivial task, this research 
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stores synonyms of a set of popular words such as COVID-19, vaccine, and message in a database. The database 

is checked whenever a similarity measurement runs.  

 

However, this approach is a temporary fix because it misses many words. Future research will consider taking 

advantage of online services like https://www.synonym.com/, which provides a list of synonyms of a word, but 

it slows down the execution tremendously. On the other hand, saving all synonyms in a database is not feasible 

since it would take much space from a database. More investigation needs to be conducted for this matter. 

 

Message Similarity Measurements for Misinformation Detection 

 

The measurements of message similarity will be used to classify the message as one of the five information 

classes (true, fake, misinformative, disinformative, and neutral). The following four similarity measurements are 

used in this research: 

¶ (Keyword matching) Number of keywords matched, 

¶ (Phrase matching) Phrases matched, 

¶ (LCS matching) Longest common subsequence, and 

¶ (LACS matching) Longest approximate common subsequence. 

 

After the four similarity scores are found, the recommended class is generated by a data fusion function, which 

is the process of integrating the four measurement scores to produce more consistent, accurate, and useful 

information than that provided by any individual measurement. Figure 2 shows the data fusion function, of 

which the recommended class is found by the class of majority message. The system can be found at GitHub (E 

Vadakkethil Somanathan Pilla, n.d.). 

 

 

DATA-FUSĶON( messages m1-4, classes c1-4 ) 

Input:  four messages m1-4 and their corresponding four classes c1-4 

     //  The m1-4 are the messages with the highest similarity scores 

      //  from keyword, phrase, LCS, and LACS matchings, respectively. 

Output: the recommended class c 

1. if   three of the four messages m1-4 are the same 

2.     c Ŷ the class of the three messages 

3. else if  two of the four messages are the same 

4.     c Ŷ the class of the two messages 

5. else  c Ŷ c4 

6. return( c )  

 

 

Figure 2. The Algorithm of the Data Fusion Function Used by This Research 
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Number of Keywords Matched (Keyword Matching) 

 

This is the simplest method used. It counts the number of keywords matched between the testing message and 

each of the saved messages in the database. The class of the testing message is the class of the saved message 

with the highest number of keywords matched. For example, the similarity score of the following two messages 

is five: 

m1: center disease control prevention introduce oral tablet covid-19 vaccine effective no side effect 

m2: mask social distance coronavirus covid-19 vaccine symptom disease control prevention 

because there are five keywords (disease, control, prevention, covid-19, and vaccine) matched according to the 

following equation: 

similarity = # of keywords matched (1) 

 

Phrases Matched (Phrase Matching) 

 

Other than counting the number of keywords matched, this method also considers the number and length of the 

phrases matched by using the following equation: 

 

similarity = (# of keywords matched) + 2Ĭ(# of phrases matched) + ×(length of 

each phrase matched) 
(2) 

 

The higher the similarity score is, the more resemblant the two messages are. The class of the testing message is 

the class of the saved message with the highest similarity scale. For example, the similarity score of the 

following two messages is 14: 

m1: center disease control prevention introduce oral tablet covid-19 vaccine effective no side effect 

m2: mask social distance coronavirus covid-19 vaccine symptom disease control prevention 

because similarity = 5 + 2Ĭ2 + 3 + 2 = 14 where the keywords matched (disease, control, prevention, 

covid-19, and vaccine) is 5, the phrases matched (ñdisease control preventionò and ñcovid-19 vaccine) 

is 2, and the lengths of phrases matched are 3 and 2.  

 

Longest Common Subsequence (LCS Matching) 

 

Consider each message is a sequence of words. The LCS (longest common subsequence) used here is the 

longest common subsequence between two messages, where subsequence of a given sequence is a sequence that 

can be derived from the given sequence by deleting some or no elements without changing the order of the 

remaining elements (Cormen, Leiserson, Rivest, & Stein, 2009). For example, Figure 3 shows an LCS example 

LCS(m1,m2)=ñdisease control preventionò whose similarity score is 3 according to the following equation: 

 

 



 

Proceedings of International Conference on  
Engineering, Science and Technology 

www.istes.org www.iconest.net  

 

8 

similarity = # of connections (3) 

 

Figure 3. An Example of a Longest Common Subsequence Between Two Messages 

 

Longest Approximate Common Subsequence (LACS) 

 

However, the LCS method misses much information about the messages. For the example in Figure 4, the two 

messages s1 and s2 have five common words (covid-19, vaccine, disease, control, and prevention), but the LCS 

method only counts three words (disease, control, and prevention). The LACS method counts all five words, but 

has to take some weights from it like the following equation (Hu, Ritter, & Schmalz, 1998): 

similarity = (# of connections) ï (# of crossings) ù (# of connections) (4) 

 

 

Figure 4. An Example of a Longest Approximate Common Subsequence Between Two Messages 

 

Experiment Results 

 

Experiment results are provided in this section to justify our research method. It includes two parts: the first part 

shows the experiment setup and results, and the second part gives the evaluation data and discussions. 

 

Experiments  

 

A prototype system is built to validate the proposed method. Xamarin (n.d.), a cross-platform app development 

platform, helps to build a single app for all devices. Figure 5 shows three screen shots from the experiment, 

where 5.a gives a list of text messages to check, a disinformative message is found in 5.b, and a true message is 

shown in 5.c.  

 

m1 :  center     disease     control     prevention    covid-19     vaccine     oral     tablet 

m2 :  covid-19     vaccine     disease     control     side     effect     symptom     
prevention 

LCS(m1, m2 ):  disease     control     prevention 

s1 :  center     disease     control     prevention     covid-19     vaccine     oral     tablet 

s2 :  covid-19     vaccine     disease     control     side     effect     symptom     prevention 

LACS(s1, s2 ):  covid-19     vaccine     disease     control     prevention 
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(a)  (b)  (c) 

Figure 5. The Screen Shots from the Experiments: (a) Selecting Which Message to Check, (b) Showing the 

Message and Its Class, and (c) Showing Another Message 

 

Evaluations and Discussions 

 

The experiment was described in the previous sub-section, and this sub-section gives and discusses the 

evaluation data. From the Table 1, the LACS matching performs the best and the keyword matching comes next. 

The LCS matching performs better than the phrase matching when the number of messages is less around 50. 

After that, the phrase matching beats the LCS matching. The experiment data is displayed in Table 1.  

 

The results are expected like the LACS matching having the highest accuracy, but it also shows some surprising 

findings like the accuracy of keyword matching being higher the ones of the phrase and LCS matchings. 

Identifying misinformation is intrinsically difficult. People are not able to tell whether the information is correct 

easily, let alone computers. The following observations are noticed: 

 

¶ The accuracy is satisfactory because of greater than the threshold value 50%, but not optimal. It may be 

because the information provided by short messages is limited. To fix the problem, more information or 

knowledge needs to be discovered from the messages. 

¶ The LACS method is supposed to beat other three methods because it considers more features in 

messages. The experiment data also supports the assumption. 

¶ It is surprising to find that the accuracies of true messages are the lowest and the ones of fake messages are 

the highest. It may be because the vocabulary of true messages is broad and the one of fake messages is 

limited, so finding fake messages is easier. 

¶ The evaluation data may be bias because the messages are filtered beforehand and may not be generic 

enough. To be fair, the proposed method should be compared to other methods. 
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Table 1. Experiment Data of the Four Message Similarity Measurements 

 True Fake Misinformative Disinformative Neutral Overall Accuracy 

Keyword 11/24=46% 49/52=94% 24/35=69% 26/34=76% 26/44=59% 136/189=72% 

Phrase 10/24=42% 46/52=88% 20/35=57% 23/34=68% 25/44=57% 124/189=66% 

LCS 09/24=38% 43/52=83% 17/35=49% 18/34=53% 28/44=64% 115/189=61% 

LACS 10/24=42% 50/52=96% 23/35=66% 27/34=79% 31/44=70% 141/189=75% 

 

Conclusion 

 

Smartphones are indispensable devices for people in these days, and tens or even hundreds of messages are sent 

to each device every day. All kinds of information can be found from the delivered messages such as news, 

greetings from family members or friends, advertisements, promotions, weather reports, etc. People are 

overwhelmed by the sheer amount of information, and they spend much time trying to find a way to sort out the 

messages. Even worse is some messages give false or fake information and mislead the viewers consequently. 

The problem becomes more serious especially during the pandemic. This research tries to automatically classify 

the mobile health messages into one of the five classes: true, fake, misinformative, disinformative, and neutral 

by using various mobile information retrieval technologies, which include text preprocessing (consisting of 

lexical analysis, stopword elimination, stemming, and synonym discovery), indexing and storage using a 

database, message similarity measurements (consisting of keyword, phrase, LCS, and LACS matching), and 

data fusion. Experiment results show the proposed method is effective, but it still has room for improvement. 

This paper not only gives innovative and practical methods for misinformation detection, but also provides great 

pedagogic values for readers who are interested in learning various information retrieval methods and 

misinformation research. 

 

Future Research Directions 

 

Experiment results show the proposed method works. However, there is still room for improvement. Using 

RNN (recurrent neural network) to handle the sequential data will be considered next. The ANNs (artificial 

neural networks) can also be considered because this problem has no definite answers. For example, a message 

may be considered true for some people, but others may think it is disinformative, especially if it is related to 

politics, and ANN is competent for this kind of ambivalence. However, DL (deep learning) will not be 

considered because the information provided by short messages is limited and DL is good at processing 

complicated and large data sets like images and speeches. In addition, other than using artificial neural networks 

to detect misinformation, statistical means will be considered too. The statistical means includes the methods of 

Bayesian classifiers and hidden Markov models. It is less innovative but may be more effective. On the other 

end, this problem, mobile health misinformation identification, could be classified as one of the NLP (natural 

language processing) problems. We will consider a variety of NLP methods and adapt them to our problem and 

see whether the problems are mitigated. Besides, there has been a rising interest in proactive intervention 
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strategies to counter the spread of misinformation and its impact on society. Methods to mitigate the ill effects 

caused by misinformation will be investigated too. 
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The theoretical framework of the new understanding that comes with Education 4.0 has been introduced. 

Students must be equipped with 21st-century skills to adapt to the changing world. Providing students with 

learning and innovation skills, knowledge, media and technology skills, and life and career skills is essential. 

Critical thinking, creativity, and problem-solving are core skills. It can be said that the current opportunities in 

T¿rkiye are at a level that can form the basis for education 4.0. The existing infrastructure needs to be developed 

for new applications to be carried out healthily. In order to develop a shared understanding in practice, 
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Introduction  

 

The industrialization process, which started in Europe, is progressing by showing continuous development. Each 

industrial revolution combined the scientific and technological developments of previous revolutions, and 

cumulative progress was made. While the replacement of body power by machines has been discussed recently, 

today, industry 4.0 and expanding the usage areas of robots and artificial intelligence are discussed. 

 

Industry 4.0 is planned to change the structure of production systems, and it is aimed that fewer and more 

qualified individuals follow the work. Production errors are reduced in industry and factories, and the quality of 

the goods produced increases. The world population is increasing day by day. However, it is predicted that the 

need for a workforce will decrease with Industry 4.0. It is foreseen that problems such as unemployment may 

increase, and income distribution may deteriorate if new business lines and service areas cannot be created. In 

terms of socioeconomic sustainability in the world, developing countries need to take the necessary steps for 
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Industry 4.0. 

 

The rapid developments in the field of digitalization, the processing of big data, and the importance of the 

concept of the internet of things have led to the emergence of the fourth industrial revolution (Soylu, 2017). 

Production and marketing focused on speed, efficiency, cost, and innovation form the basis of the fourth 

industry cycle. The primary purpose of the fourth industrial revolution is to keep in touch with all the units 

involved in the production process, to access the big data needed, and ultimately to produce the products and 

services that best meet expectations. Industry 4.0 considers the technological developments before it, considers 

current needs, and paves the way for taking steps for the future. 

 

Today, countries are developing many strategies to be at the forefront of technological development and 

competition. One of these strategies is to understand the concept of industry 4.0 and take steps accordingly. In 

this way, it is tried to increase the interaction between industrial products and information technologies. It is 

aimed to disseminate new generation software, hardware, and smart systems. By establishing smart factories, 

class error is targeted in the production processes, and it is planned to use robots and artificial intelligence 

instead of body power (Bayburt &  Eĵin, 2021). One of the essential advantages of this situation is the increase 

in individual comfort. In this way, individuals can allocate more time to their social lives, work less and lead a 

more comfortable life. 

 

Industry 4.0 should not be perceived only as digitalization and new technological equipment. The fourth 

industrial era, which has a multifaceted structure, has started to cause significant changes in many sectors and 

social areas. One of the sectors affected by the fourth industrial revolution was education. Education and 

industrial revolutions interact. Developments in education lead to industrial revolutions (Saykēlē, 2018; 

Wannapiroon et al., 2021). Applications developed through education reach large audiences. Through education, 

new applications, knowledge, and skills can be gained quickly. The breakthroughs made by countries in the 

field of industry are closely related to the quality of their education systems. Scientific research leads to the 

development of new technologies. The values, approaches, and benefits that emerge with these technologies are 

transferred to the younger generations through the education system. 

 

Education 4.0 

 

With the emergence of Industry 4.0, change has accelerated in many areas. One of these areas is education. The 

fact that the production is carried out entirely by machines causes a decrease in the human labor force to 

perform the production. The human workforce that will fix the malfunctions of the machines and do their 

maintenance comes to the fore. The education system has to train the human working day that the industry 

needs. In this way, the needs and expectations of society can be met. Developments in education and industry 

move together. The education system has been revised over time according to changing needs. Such revision 

needs transformation of education and the shift from traditional methods to technology-enhanced active learning 

environments including participatory teaching methods such as peer learning, student-centered method, peer 
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collaboration and argumentation (Latifi & Noroozi, 2021; Latifi et al., 2020, 2021; Noroozi 2018, 2022; 

Noroozi et al., 2012; 2016; 2020; Valero Haro et al., 2019; 2022).  

 

With the realization of the industrial revolution, the need for people who would literally fulfill the commands 

given in the factories arose. The aim of the education system (Education 1.0) in this time period was to provide 

the needed workforce. The source of information was determined as the teacher and the generally accepted 

information was transferred to the students with a rote understanding. With Education 2.0, an understanding that 

the school is considered a factory and the students as a product of these factories has prevailed. Again, in this 

period, an educational approach towards the development of technological tools needed by the industry was 

adopted. Recently, with the development of information technologies, the concept of self-learning has been 

introduced (¥ztemel, 2018). Access to information has become very fast and easy. Knowing what information is 

needed to develop a product or service has become more critical. The importance of selecting and using 

information and producing new information is increasing daily. 

 

 

Figure 1. Students Require Basic Skills for the 21st century (World Economic Forum, 2016, p. 4) 

 

In today's industry, smart production systems are replacing standard systems. Accordingly, the needs for 

production in factories change. One of the changing needs is a workforce. Education systems continue to make 

radical transformations to meet new needs. In this way, it aims to prepare students for the future, equip them 

with different skills, and be ready for business life. It is considered essential to provide students with basic skills 
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known as 21st-century skills. There are different views on what this skill is. The World Economic Forum has 

grouped these skills under the heading of "lifelong learning" as basic literacy, competencies, and character traits. 

Basic literacy skills include core skills for performing daily tasks. Competencies represent the skills required to 

complete more complex tasks outside of daily tasks. On the other hand, character traits are related to the skills 

necessary to adapt to the changing environment (World Economic Forum, 2016). 

 

When Figure 1 is examined, literacy, numeracy, scientific literacy, ICT literacy, and cultural and civic literacy 

are among the essential competencies. Core competencies include critical thinking, problem solving, creativity, 

communication, and collaboration. It is aimed that students gain character traits such as Curiosity, initiative, 

persistence/grit, adaptability, leadership, and social and cultural awareness (World Economic Forum, 2016). The 

basic skills that need to be taught within the scope of the "Partnership for 21st Century Skills" project are 

discussed (Partnership For 21st Century Skills, 2009). The skills that students should acquire are listed under the 

themes of "Learning and Innovation Skills, Information, Media and Technology Skills, Life and Career Skills." 

Critical thinking, creativity, and problem-solving were emphasized (Ozturk, 2023; Voogt & Roblin, 2012). 

 

The literature emphasizes that coding education is vital in terms of gaining students' logical and reasoning skills 

(G¿ltepe, 2018). Coding training can be used as a tool to gain 21st-century skills. Coding pieces of training can 

be equipped with essential skills, and young individuals can be given the ability to develop products. Coding is a 

language that enables individuals to communicate with information technologies. Through this language, step-

by-step instructions can be made by computers. The orientation of technological tools to meet individual needs 

has become essential to daily life. In addition, available information is becoming more and more complex every 

day. The rapid change in knowledge structure causes societies to change and develop rapidly. Coding prepares 

individuals for life by giving them essential skills such as creative thinking, problem-solving, critical thinking, 

analytical thinking, and systematic thinking. The young generations must start life successfully to meet society's 

needs and expectations. 

 

14 basic teaching strategies have been developed to develop social, cognitive, and emotional skills (World 

Economic Forum, 2016). Creating appropriate learning environments and applying these strategies in the 

classroom can contribute to the multifaceted development of students. These strategies are listed as follows; 

Encourage play-based learning, break down learning into smaller, coordinated pieces, create a safe environment 

for learning, develop a growth mindset, foster nurturing relationships, allow time to focus, foster reflective 

reasoning and analysis, and offer appropriate praise, guide a child's discovery of topics, help children take 

advantage of their personality and strengths, provide appropriate challenges, offer engaged caregiving, provide 

clear learning objectives targeting explicit skills, use a hands-on approach (Figure 2). Especially early childhood 

period is a critical period for gaining social, cognitive, and emotional skills. This period can facilitate teaching 

the subjects through gamification, including open-ended questions, supporting creative thinking and interaction, 

and achieving desired results in a safe learning environment.  

Another recommended teaching approach to contribute to the versatile development of students is the "growth 

mindset" (Dweck, 2016). It is believed that intelligence and abilities can be developed in classrooms where this 
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approach is adopted and applied. The understanding is adopted that the brain can be strengthened by the practice 

and hard work like a muscle. It has been argued that this approach positively affects academic motivation and 

performance. In addition, it has been stated that this approach facilitates the creation of learning environments 

that encourage them to face challenges, discover new things and learn from their mistakes. 

 

With the development of technology, artificial intelligence applications have started to become widespread. 

Every comment we write on the internet, every web page we click, and every form we fill out becomes a part of 

a large data set. Platforms such as social media collect user information and create "big data." Artificial 

intelligence algorithms predict users' attitudes, behaviors, and preferences by applying large data sets. Artificial 

intelligence and big data also offer an excellent opportunity for the individualization of education. By analyzing 

the individual data of the students, their strengths and weaknesses can be determined. The learning process can 

be sustained at its own pace, taking into account the personal needs of each student. The necessary information 

can be obtained for the preparation of learning environments suitable for students' learning styles and interests. 

In addition, by analyzing personal data, guidance services can be maintained more qualified, and personal 

assistants can be programmed more effectively. 

 

Figure 2. A Variety of General and Targeted Learning Strategies Foster Social and Emotional Skills (World 

Economic Forum, 2016, p. 8) 

It is possible to examine artificial intelligence applications developed within the scope of Education 4.0 under 

three headings: expert systems, intelligent instructional systems, and dialog-based instructional systems (Arslan, 
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2020). Expert systems refer to the realization of the work of an expert using artificial intelligence. The main 

purpose of these systems is to answer questions related to a specific field of expertise with artificial intelligence 

applications. It is aimed to prepare personalized education programs for students with intelligent instructional 

systems. Topics progress according to the speed and level of the learner. Learning experiences are planned step 

by step, taking into account the characteristics of the individual. Appropriate feedback is provided by evaluating 

student responses with dialog-based instructional systems. In this way, the student's deficiencies are determined 

in detail, and he learns better. In order to individualize education and respond to varying needs, the systems 

developed within the scope of Education 4.0 should be implemented. Significant transformations are required to 

integrate these systems into education. The speed of these transformations depends on investments in education 

and a qualified workforce. The rate at which they are provided can determine the place of countries in the 

technology race. 

 

Practices in T¿rkiye Related to Education 4.0 

 

The acceleration of change in every field makes the future uncertain and ambiguous. In this case, it is necessary 

to use new techniques and change curricula in order to prepare students for the future. Able to adapt to change 

quickly and agilely; the necessity of gaining skills to cope with uncertain, complex, and ambiguous situations 

has revealed 21st-century skills. 

 

A competency-based education model can be adopted for students to gain 21st-century skills effectively. By 

defining specific competencies and skills, competency-based learning can be stepped in. It is aimed that students 

to master and specialize in the defined competencies. Mastery, expertise, in-depth study, learning agility, and 

skill development are essential concepts associated with competency-based training. Curriculums prepared in 

T¿rkiye in 2018 also adopted the concept of competency-based education. Curriculums are structured by 

considering knowledge, skills, and values. Each curriculum aims to provide students with essential life and 

course-specific skills. For example, the mathematics curriculum, besides knowledge and skills related to 

mathematics, it is aimed to gain competencies such as communication in the mother tongue, communication in 

foreign languages, digital competence, learning to learn, taking the initiative and entrepreneurship, cultural 

awareness, and expression (MoNE, 2018). However, in all curricula, justice, friendship, honesty, self-control, 

patience, respect, love, responsibility, patriotism, and benevolence are specified as "root values," and it is aimed 

to gain these to students. The changes made in the curriculum show parallelism to the developments observed in 

the field of education in the world. However, there are critical deficiencies in the ways to gain the skills, 

competencies, and values specified in the program and in the structures to evaluate them (Konca, 2020). 

Teachers and administrators have significant responsibilities for the effective implementation and evaluation of 

the programs. Teachers need to be motivated and constantly search for students to gain knowledge and skills in 

the program. 

Design and skills workshops can also create suitable environments for students to acquire 21st-century skills. 

Production workshops aim to enable students to use new generation design and production technologies, hand 

skills, and coding together. In these workshops, teachers are expected to guide students. The fact that teachers 



 

Proceedings of International Conference on  
Engineering, Science and Technology 

www.istes.org www.iconest.net  

 

19 

are equipped and competent in teaching skills can increase the quality of the education provided. Design and 

skill workshops are defined in the Education Vision Document of the Ministry of National Education. It is 

planned to be established for a common purpose at primary, secondary, and high school levels. The contents are 

associated with occupations and based on manual skills. It is planned to reduce the compulsory course hours and 

course diversity. It is aimed that students can deepen the basic lessons, make personalization and perform 

practice-based activities. It can be said that teacher training and pilot studies for the already mentioned 

workshops are suitable for the 21st-century learning framework. The increase in production workshops and 

practice-based courses in schools can enable students to gain high-level skills in a cognitive, affective, and 

psychomotor sense. 

 

The Flipped Classroom model has been recommended to improve the quality of teaching in different courses 

(Bhagat et al., 2016; Chen et al., 2018; Kesharwani & Kesharwani, 2022; Ouiam & Abdelkader, 2022). In this 

model, students obtain information about the course through out-of-class practices. He tries to grasp the subjects 

with his own effort by participating in out-of-class practices. Performs activities that support the subjects by 

participating in classroom practices. He tries to reinforce the topics with the help of the teacher. With the 

pandemic process in our country, the Ministry of National Education has made significant investments in 

distance education. In this process, Education Information Network (EBA) was used effectively. Based on the 

Flipped Classroom model in the lessons, students can learn the subjects outside the classroom at any time and 

place via EBA. In this way, students can have the opportunity to deepen their knowledge about the subjects 

under the guidance of the teacher in the classroom. More time can be devoted to discussion activities in the 

classroom. Students can have more time to develop high-level thinking skills such as critical, creative, 

analytical, and reflective thinking. 

 

 

Figure 3. Traditional Instruction Versus the Flipped Classroom (www.blendspace.com) 

 

STEM; refers to the interdisciplinary approach that expresses the use of Science, Technology, Engineering, and 

Mathematics together. STEM makes more sense than the disciplines it encompasses. Other disciplines, such as 

history, art, language, and geometry, can also be included in the STEM application process. STEM is an 
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experiential learning path for children to play and design while learning. STEM applications support critical 

thinking, creative thinking, and problem-solving skills. In our fast-paced and technology-oriented world, 

favorable environments can be created for children. It is observed that there are misconceptions about the STEM 

approach. Coding and robotic coding can be considered STEM applications in applications in which only 

technology is used. STEM applications need to be scenario-based and inquiry-based. Today, discussions 

continue about integrating the STEM approach into the curriculum. The Ministry of National Education has 

published the book "Aiming Outcome-centered STEM Practices" for pre-school and primary schools. This book 

includes examples of themes, scenarios, activities, and plans related to STEM applications. Developing 

exemplary practices at the high school level can guide teachers in establishing interdisciplinary interaction. The 

STEM approach has the potential to bring together science, mathematics, technology, and art. STEM 

applications can be an essential tool in gaining 21st-century skills for students. 

 

Augmented virtual reality can make the learning environment more authentic and immersive (Abdusselam & 

Kilis, 2021; Aimiuwu, 2022; Alper et al., 2021; Johnson & Westbrooks, 2021; Kozcu Cakir, Guven, & Celik, 

2021; Talan, 2021; Talan & Kalēnkara, 2022; Tas & Bolat, 2022). Students can gain lifelike experiences by 

participating in virtual reality applications. By supporting students' exploration skills, they can participate in 

virtual experiments and go on trips. Substantial opportunities can be offered for students to be more active in the 

teaching process and to acquire permanent learning (Liu et al., 2020). In this way, students can go beyond 

traditional textbooks and videos and explore objects and shapes more closely. Thanks to virtual reality tools, it 

is possible for students to travel anywhere in the world and discover places they are curious. With many free 

applications, augmented and virtual reality applications can be used in the classroom. Teachers' knowledge of 

these practices, their examination, and inclusion in their teaching plans can contribute to creating an effective 

learning environment. For virtual reality applications, it may be helpful to examine the "Nearpod," "Google 

Expeditions," and "Google Tour Builder" applications. 

 

Conclusion 

 

Within the scope of Education 4.0, many approaches and practices help students gain 21st-century skills. It can 

be said that the current opportunities in T¿rkiye are at a level that can form the basis for education 4.0. For new 

applications to be carried out healthily, the existing infrastructure needs to be developed. Awareness levels of 

teachers, administrators, parents, and students should be increased, and long and short-term plans should be 

developed in order to create a shared understanding in practice. Large-scale projects are needed for the 

technology-supported transformation of learning environments. Teachers need in-service training to develop, 

use and integrate technology-supported enriched classroom applications into their plans. 
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Introduction  

 

The most competitive resource in the 21st century is human resources. China is facing the critical task of 

building a well-off society in an all-around blueprint and the historical mission of the great rejuvenation of the 

national transformative construction. Talent is the most necessary condition to accomplish these ambitious 

goals, and the generation of talents mainly depends on education. China is a country with the largest population 

in the world, and it is a long way to go in running education well. No matter the education authorities, teachers, 

students, and parents all have responsibilities that cannot be ignored. 

 

Since the initiative was launched from the Universal Declaration of Human Rights in 1948, the right to 

education has been mutually recognized worldwide and governments commonly started to take on their moral 

obligation to implement it (Kamanzi, Goastellec & Pelletier, 2021). Thus, the continuous empowerment of equal 

higher education has also become an indispensable constituent of justice and social cohesion (Akman, 

Karaaslan, & Bayram, 2022; Brennan & Naidoo, 2008; Goastellec, 2008; Ozturk & Ozturk, 2022; Post et al., 

2022). 

 

In accordance with the global trend, Chinese higher education reform is supposed to take ensuring both equity 

and efficiency as priorities in all the provinces. The development of education is an important task in China, and 
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the basic situation of Chinaôs current education is that primary education is basically universal, but in backward 

areas, such as western regions, especially Tibet and ethnic minority areas, the investment in education, peopleôs 

awareness of education and the quality of teacher education are still unsatisfactory. The empirical findings 

attained by Borsi, Mendoza, & Comim (2022) indicate an apparent and persistent heterogeneity in the higher 

education resources between provinces in China, reflecting the quantity- and quality-related provincial gaps in 

Chinaôs higher education system, just like the uneven distribution number of universities among provinces, 

which could determine the enrollment and attainment levels, which could be regarded as the most reliable 

indicator for the supply of higher education in China. Consequently, given Chinaôs huge population and wide 

territory, it is of great necessity to verify whether the multitude of educational reforms and the founding of state-

funded world-class universities in different provinces could explain inequalities according to education and 

human development in China (Borsi, Mendoza, & Comim, 2022).  

 

Besides, since increases purely in the number of universities could positively affect economic growth and 

regional development (Valero & Reenen, 2019), the imbalances among provinces might be due to the unevenly 

low or high provision of quality tertiary education (Borsi, Mendoza, & Comim, 2022; Maddah, 2021). 

Arguably, the foci of this research follow a significant implication of former research implying that in higher 

education, both the analysis regarding quantity and quality should be taken into account when evaluating the 

distribution of higher education resources.  

 

Researchers (Benos & Zotou, 2014; Zhong, 2011). Notably, Borsi, Mendoza, & Comim (2022) find that both 

the quantity and quality of the provision of higher education in China are provincially imbalanced, despite in the 

past decades, the educational reforms have continuously underpinned the equalizing educational policies and 

higher education expansion via massification enhancement. Moreover, despite the rocketing emergence of 

private HEIs, the market-oriented educational reforms have not particularly favored the relatively less-

developed Central and Western provinces in China (Borsi, Mendoza, & Comim, 2022). Thus, there is an urgent 

need to embark on the regional higher education agenda reforms distinctively in terms of the research references 

about assessing the competitiveness of each provinceôs higher education 

 

Moreover, higher education is faced with more contradictions, such as the backward social and economic 

development of the region cannot meet the basic needs of providing quality higher education for the mass, the 

disadvantaged regionsô lack of access to higher education, the publicôs awareness of pursuing higher education 

in less-developed areas is relatively weak, and the basic education at K-12 stage is generally not enough, 

especially in the countryside. The development gap between urban and rural areas is huge, and the phenomenon 

of low teaching quality in rural areas emerges broadly. 

 

Furthermore, the imbalanced development as illustrated above among different regions in China brings about a 

huge gap in college-entrance examination performance in eastern, middle, and western China. Just as Table 1 

shows, variant regional socioeconomic factors lead to uneven education outcomes. The students in central and 

western provinces have difficulty being admitted to top-tier universities. 
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Table 1. The College Entrance Examination Admission Rate in different regions in China 

 

 

From the above table, it can be found that the college entrance examination admission rate has increased year by 

year, indicating that high school education has been greatly developed in recent ten years, and more students can 

enter colleges and universities for further study. However, there are still huge gaps in the admission rate of 

colleges and universities in the East, central and western regions. The admission rate in the East and central 

regions is significantly higher than that in the West. Also, a huge gap obviously exists in quality high school 

resources between advanced eastern China and the less developed middle and western parts. The quality of high 

school education is directly related to the performance of the college entrance examination. 

 

Table 2. The Distribution of the Top 100 High-level Middle Schools in China 

Region Eastern Central Western 

Number of ñTop 100 Middle Schoolsò 50 32 18 

 

Just as Table 2 illustrates, the top 100 high-level middle schools in China are distributed unevenly, with 50 in 

the east, 32 in the central, and 18 in the west. 

 

In order to improve the status quo of educational inequality in China, it is necessary to understand its 

influencing factors. In this paper, starting from the supposed factors that may affect education in China, using 

factor analysis and cluster analysis method, the researcher lists the 11 indices that may influence the education 

development level index, and the factor analysis method to the dimension of the index number in order to find 

out the major influencing factors on the local education.  

 

It also aims to provide some help for improving the direction of education reform and puts forward several 

suggestions for developing education according to each factor. Then, according to the contribution rate of the 

factor, the comprehensive score and ranking of the education development level of 31 provinces in China are 
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calculated, and a detailed analysis of typical provinces is carried out to realize the status quo of the education 

development level in China systematically and comprehensively.  

 

Through literature review and integration, 11 factors affecting the educational development level of a certain 

region are summarized as follows: 

X1: GDP 

X2: Number of colleges and universities 

X3: Income gap between urban and rural residents 

X4: Number of historical and cultural sites 

X5: Number of population flows (mostly rural population entering the city) 

X6: Number of college students 

X7: Amount of university funds 

X8: Local industrial structure 

X9: Local traditional educational concept 

X10: Number of full-time teachers in Colleges and Universities 

X11: Urban and rural education system 

 

Two Theories of Factor Analysis 

Statistical Definition 

 

In the research of social, political, economic, and medical fields, it is often necessary to conduct a large number 

of observations on multiple variables reflecting significant factors, and collect a large number of data for finding 

rules. In most research, the correlation between various variables would be found with this quantitative method. 

Therefore, it is possible to use comprehensive indicators to analyze complicated information existing in various 

variables, while the comprehensive indicators are unrelated to each other, and the comprehensive indicators that 

represent multiple information are called factors. These factors can be considered as new and simplified 

variables that retain considerable information from the original variables. Each factor implies the combination of 

the original variables and often represents a few basic factors that play a decisive role in the original problem. 

Therefore, factors can reproduce the correlation between original variables and reveal the internal causes of 

these relations, which boosts the exploration of the cause and effect.  

 

Characteristics of factor analysis: 

(1) The number of factor variables is far less than the number of original indicator variables. 

(2) The factor variable is not a selection of the original variables, but a reconstruction based on the 

information of the original variables, which can reflect most of the information of the original 

variables. There is no linear relationship between factor variables, so it is convenient to analyze 

variables. 

(3) The factor variable is nomenclature explanatory, that is, the variable is the synthesis and reflection 

of certain original variablesô information. 
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Mathematical Model of Factor Analysis 

 

The starting point of factor analysis is to replace most of the information of the original variables with fewer 

independent factor variables. It can be represented by the following mathematical model: 

 

 

Where are P original variables, standardized variables with the mean value of 0 and variance of 

1, . The representation matrix is in the form of : 

 where  are factor variables or common factors, which can be understood as mutually 

perpendicular  coordinate axes in high-dimensional space. And to meet: 

1) ; 

2)  ,  and  are irrelevant; 

3)  ,  where  is the  dimensional random vector composed of 

 measurable indicators, and  is an unobservable vector. is the factor load matrix, and  

is the factor load, which is the number   load of the number  original variable. If a variable  is regarded as 

a vector in the - dimensional factor space, then  would be the projection of  on the coordinate axis , 

equivalent to the standard regression coefficient in multiple regression.is a special factor, representing the part 

of the original variable that cannot be explained by the factor variable, which is equivalent to the residual in 

multiple regression analysis. Several concepts in factor analysis are explained as follows: 

 

Factor Load 

In the case that each factor variable is unrelated, the factor load is the correlation coefficient between the 

number  original variable and the number  factor variable, that is, the relative importance of  at the 

number  common factor variable. Therefore, the greater the absolute value of , the stronger the 

relationship between the common factor  and the original variable . 

 

Degree of Commonality of Variables 

 

The common degree of variables, also known as common variance, reflects the proportion of all common 
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factors explaining the total variance of the original variable. The common degree of   the original variables is the 

sum of squares of the elements in the first row of the factor load matrix, that 

is,  

Thus, the variance of the original variable can be expressed as two parts: and . The first part  reflects 

the proportion of variance explanation of the original variable by the common factor, and the second part 

reflects the part of variance of the original variable that cannot be represented by the common factor. 

Therefore, the closer the first part  is to 1 (the total variance is 1 under the premise of the standardization of 

the original variable ), the more information of the original variable is explained by the common factor, and 

how much information of the variable is lost can be learned through this value. If most of the common degree is 

higher than 0.8, the analysis is excellent. It can be said that the common degree of each variable is an indicator 

to measure the effect of factor analysis. 

 

Variance Contribution of Common Factor  

 

The variance contribution of the common factor is defined as the sum of squares of the elements in the  

column of the factor load matrix , that is , the variance contribution of the common factor 

reflects the explanatory ability of the factor to the total variance of all original variables, and the higher its 

value is, the higher the importance of the factor is. 

 

The Four Basic Steps of Factor Analysis 

 

Factor analysis has two core problems. The first is how to construct factor variables, and the second is how to 

name and explain factor variables. 

 

Factor analysis has the following four steps: 

(1) Determine whether the original variables to be analyzed are suitable for factor analysis. 

(2) Construct factor variables. 

(3) Rotation is used to make factor variables more interpretable. 

(4) Calculate the score of factor variables. 

The following sections introduce the four steps respectively. 

Determine the Original Variablesô Suitability for Factor Analysis 
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Factor analysis is to construct a few representative factor variables from numerous original variables, which has 

a potential requirement, that is, the original variables should have a relatively strong correlation. If there is no 

strong correlation between the original variables, it is impossible to synthesize a few factors that can reflect the 

commonality of some variables. Therefore, in factor analysis, correlation analysis of the original variables is 

needed. 

 

The simplest method is to calculate the correlation coefficient matrix between variables. If most of the 

correlation coefficients in the correlation coefficient matrix are less than 0.3 in the statistical test and fail the 

statistical test, then these variables are not suitable for factor analysis. 

 

In the process of factor analysis, SPSS software provides several test methods to judge whether variables are 

suitable for factor analysis. The following two methods are mainly introduced. 

 

Bartlett Test of Sphericity 

 

Bartlett Test of Sphericity is based on the correlation coefficient matrix of variables. The null hypothesis 

correlation matrix is an identity matrix, and the Bartlett sphericity test statistics are derived from the determinant 

of the correlation coefficient matrix. If the value is large, and its corresponding concomitant probability value is 

less than the correlation between the original variables, it is suitable for factor analysis, and vice versa.  

 

KMO (Kaiser-Meyer-Olkin) test 

 

KMO statistics are used to compare simple correlation and partial correlation coefficients between variables, 

and the calculation formula is as follows: 

 

 is the simple correlation coefficient between variable  and variable .  is the partial correlation 

coefficient between variable  and variable . The value of KMO is between 0 and 1. If the value of KMO is 

closer to 1, the sum of squares of simple correlation coefficients between all variables is much larger than the 

sum of squares of partial correlation coefficients, so it is more suitable for factor analysis, and vice versa. 

 

Constructing Factor Variables 

 

There are many methods to determine factor variables in factor analysis, among which principal component 

analysis of the principal component model is one of the most widely used factor analysis methods. Principal 

component analysis transforms the  original correlation variable  into another set of unrelated variables 

through coordinate transformation, which can be expressed as: 
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Notably,  

is the first, second and the number  principal component of the original 

variable . Among them,  occupies the largest proportion of the total variance and has the strongest ability 

to integrate original variables. The proportion of other principal components in the total variance gradually 

decreases, that is, the ability to integrate original variables decreases successively. The principal component 

analysis is to select the first several principal components with the largest variance, so as to achieve the goal of 

factor analysis with fewer variables, and at the same time to reflect the majority of the original variable 

information with fewer variables. 

 

Factor analysis and principal component analysis have many similarities, both of them start from a covariance 

matrix in the process of calculation, but there are differences between the two models. The new variables 

obtained through factor analysis are analyzed inside each original variable. Factor analysis is not a 

recombination of the original variables, but a decomposition of the original variables into common factors and 

special factors. The factor analysis model is a model describing the covariance matrix  of the original index 

. When ,  should not be taken into consideration, and the factor analysis is also corresponding to a 

variable transformation. However, in practical application.  is always smaller than , and the smaller the 

is, the better. The mathematical model of principal component analysis is essentially a transformation, and in 

principal component analysis the corresponding coefficients of each principal component are uniquely 

determined, while in factor analysis the corresponding coefficients of each factor are not unique, that is, the 

factor loading matrix is not unique. In terms of the mathematical model of factor analysis, it is similar to 

multivariate regression analysis, but the essential difference is that the factor analysis model, as an ñindependent 

variableò,  is not observable (unknown). 

 

The principal component analysis steps are as follows: 

(1) Standardized processing of data 
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,which  is the number of samples, and is 

the number of sample variables. For convenience, this paper will still express via . 

(2) Calculate the covariance matrix R of the data . 

(3) Find the top eigenvalue of R: , and the corresponding eigenvector . 

(4) Find the  factor loading matrix of a variable. 

 

There are two ways to define : 

(1) One way is according to the eigenvalue, the eigenvalue obtained is generally greater than 1. 

(2) Another method is taking the cumulative variance of the factors as a reference. 

 

The cumulative variance contribution rate of the top  factors is calculated as follows: 

 

If the data has been standardized, then 

 

The cumulative contribution rate of general variance should be above 85%. 

 

Naming Explanation of Factor Variables 

 

The naming explanation of factor variables is a core problem in factor analysis. The result of the 

principal component analysis is the synthesis of the original variables, which are all variables with physical 

meanings. The explanation of factor variables can further explain the main factors and system characteristics 

that affect the composition of the original variable system. In general, the factor variables and the original 

variables can be named by analyzing the value of the load matrix. There may be more than one large  in a 

certain line in the load matrix , indicating that a certain original variable  may have a relatively large 
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correlation with several factors at the same time. There may also be more than one large  in a certain column, 

indicating that a factor variable may explain information about multiple original variables, but it explains only a 

small part of the information about a variable, and is not typical of any variable, which might make the meaning 

of a factor variable unclear, and then the process can be carried out through the rotation of the factor matrix, 

generally using the variance maximum method. 

 

2.3.4 Calculating Factor Score 

Calculating factor scores is the final step in factor analysis. After factor variables are determined, 

specific data values on different factors can be obtained for each data. These values are factor scores, which are 

corresponding to the score of the original variable. 

To calculate factor scores, factor variables are first expressed as a linear combination of original 

variables, namely: 

      , 

Then give different weights to these variables, using the following comprehensive decision 

formula: 

With comprehensive judgment, a comprehensive score can be 

attained.  

 

1.4 TOPSIS Algorithm  

 

TOPSIS stands for ñSorting Methods Approaching Ideal Valuesò. 

 

According to a number of indicators, the comparison of several schemes to choose the analysis method, this 

method is to first determine the central idea of the indicators are ideal value and the negative ideal value, is the 

so-called ideal value is one of the best value for a vision (plan). All attribute values achieve the best value of 

each candidate, and the negative ideal solution is another thought the worst value. Then the positive ideal value 

and the negative ideal value are calculated, and the approximation degree between each scheme and the optimal 

scheme is obtained as the criterion for evaluating the scheme. 

 

The TOPSIS algorithm has its distinctive advantages. TOPSIS can fully reflect the gap between various 

programs, objectively and truly reflect the actual situation, with the advantages of real, intuitive, reliable, and no 

special requirements for its sample data. TOPSIS can centrally reflect the overall situation, comprehensively 

analyze and evaluate, and has universal applicability. 

The TOPSIS process is carried out as follows: 
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Three Analysis Examples 

Data Collection 

 

According to the 11 index variables set above, we designed the following questionnaire, which was distributed 

online and investigated groups of multiple age groups. These 11 factors were scored from 0 to 100. A high score 

indicates that the factor has a significant impact on the development of education, and thus can better measure 

the development of education in this region. A total of 80 valid samples were collected and downloaded to 

Excel. However, some people filled in unreasonable information. For example, each factor was scored above 90 








































































































































































